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’ INTRODUCTION

It is common wisdom that water and oil do not mix and can at
best form a metastable emulsion. These metastable emulsions
can, however, persist for days, months, or even years. What
makes these emulsions long-lived is not clear. Surface charges
most likely play a role,1,2 but as long as we do not fully understand
the molecular structure of the interfaces between water and
hydrophobic media, such as air, oil, or nonpolar regions of
protein surfaces, the reason for emulsion stability cannot be
clarified. In order to understand the surprisingly longevity of oil
droplets in pure water it is crucial to establish the orientation of
water molecules and the charge distribution at the oil/water
interface.

Spectroscopic experiments, surface tension measurements, and
molecular simulations done on planar air/water interfaces suggest
that thewater surface is weakly attractive for protons, and less so for
the OH� iona.3�15 On the other hand, a variety of other experi-
ments on, e.g., air bubbles, oil droplets in water, and water droplets
in air or oil report a negative surface charge.16�28 and refs therein

The latter negative surface charge can be derived from (dynamic)
electrophoretic mobility measurements and can be expressed
either as charge or ζ-potential.29,30 The negative charge or
ζ-potential is pH dependent. It is commonly observed that the
ζ-potential increases to more negative values when the pH is
increased.17,27,31,32 This pH dependence of the ζ-potential has

been interpreted in terms of a very strong surface adsorption of
hydroxide ions, and the Gibbs free energy of adsorption for OH�

has been estimated to be �62 kJ/mol.17

Depending on which method is used, OH� is either found to
have a very high surface affinity or a very low surface affinity. Part
of the discrepancymight be due to subtle differences between the
various approaches used to investigate aqueous interfaces. Ex-
periments on emulsions are favorable since droplet oil/water
interfaces are created in a liquid environment (without exposure
to air), and the typical surface area can be enormous (1 mL of
1 vol % of oil droplets with a radius of 100 nm contains 3000 cm2

of surface area). The disadvantage of studies on emulsions is that
the observable is usually a macroscopic quantity that is not
necessarily restricted to the few monolayers that make up the
surface of the droplet (such as pH, ζ-potential, or projected
surface charge).17,22,32,33 The ζ-potential is the potential that
results from charge present within the hydrodynamically stag-
nant fluid layer that surrounds a particle or droplet (illustrated in
Figure 1). The position of this layer is called the slip plane, and
the exact position within the liquid is unidentified. Depending on
the nature of the interface, it is usually estimated to be between
0.3�6 nm from the Gibbs dividing surface (GDS).29 On the
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ABSTRACT: We established the charge and structure of the
oil/water interface by combining ζ-potential measurements,
sum frequency scattering (SFS) and molecular dynamics simu-
lations. The SFS experiments show that the orientation of water
molecules can be followed on the oil droplet/water interface.
The average water orientation on a neat oil droplet/water
interface is the same as the water orientation on a negatively
charged interface. pH dependent experiments show, however,
that there is no sign of selective adsorption of hydroxide ions.
Molecular dynamics simulations, both with and without inter-
molecular charge transfer, show that the balance of accepting
and donating hydrogen bonds is broken in the interfacial layer,
leading to surface charging. This can account for the negative surface charge that is found in experiments.
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other hand, experiments on planar aqueous interfaces with
surface-specific second harmonic (SH) and sum frequency
(SF) generation can probe the interfacial structure typically up
to a depth of∼1 nm.7,10,34�38 SHG experiments have found that
the air/water interface is weakly attractive to protons,7,10 while it
was concluded from SFG experiments on the hydrophobic solid/
water interface that hydroxide ions adsorb preferentially at the
surface with a Gibbs free energy of adsorption of �45 kJ/mol.38

The surface areas probed in these methods are determined by the
overlap area of the laser pulses. For pulses with a diameter of
300 μm the probed area will be ∼7 � 10�2 mm2. A concentra-
tion of impurities or film defects in the order of one defect/nm2

can significantly influence the result.39 It is therefore extremely
difficult to unambiguously detect the low concentrations of
autoionized species Hþ and OH� of water, at pH = 7. Further,
it is very challenging to measure the oil/water interface in a
second harmonic or a sum frequency generation reflection
mode experiment due to (i) the difficulty of producing a clean
and neat oil/water interface and (ii) the fact that one of the
liquid phases is often absorbing one of the incoming beams. As
a consequence, studies that report the structure of water and
the pH dependence thereof have been performed at the air/
water interface7,10,40�45 on chemically modified hydro-
phobic solid supports36,38 or at water interfaces with a thin
layer of (mostly) infrared transparent oil.35,37,46 Interestingly,
although refs 36 and 38 both report pH-dependent changes in
SFG spectra recorded from the quartz/CH3(CH2)17SiCl3/
water interface, the measured spectra are different. Further-
more, in ref 36 the spectral changes are attributed to originate
from an interplay of water molecules present between the
quartz and OTS layer and water molecules at the OTS/water
interface. In ref 38 the observed spectral changes are inter-
preted as coming from effects induced by the absorption of
hydroxide ions. The SF amplitude at 3200 cm�1 of the
imaginary spectrum was used as a marker of electric field
strength, which was correlated to a negative surface potential
known from literature.

Molecular dynamics (MD) simulations can assist in the
interpretation of experiments by providing a picture of aqueous
interfaces with atomic spatial and temporal resolution. However,
they are limited in system size (having unit cells of several
nanometers) and time scales, which typically do not extend
beyond a microsecond. Also, the result of a simulation can only
be as good as the underlying potential model. Attempts have
been made recently to simulate electrophoretic mobilities
of oil droplets in water using nonpolarizable and polarizable
potentials.47,48 For electrophoresis to occur, however, it is
essential that there is a finite charge within the slip plane. A
static homogenous electric field does not induce a steady-state
flow of neutral molecules or particles irrespective of the surface
geometry.28 The potentials used in the above MD simulations
do not allow for charge transfer between neighboring water
molecules on either side of the slip plane. Therefore, the data
on mobility of neutral oil molecules in pure water in a con-
stant electric field using these potentials47,48 are likely to be
incomplete.

The present study starts with surface and molecular sensitive
vibrational sum frequency scattering (SFS) on oil droplets dis-
persed in water. With this approach we can directly measure a
large interfacial area and make a direct comparison to the emulsion
experiments reported in the literature. Vibrational SFS can be
used to retrieve the interfacial vibrational spectrum of the oil
droplet/water interface in a surfactant-free emulsion. Since neat
oil/water emulsions are made entirely in the liquid phase,
a 1 mL emulsion with 100 nm droplets will harbor 3000 cm2

of clean oil/water interface. The results are therefore less likely to be
influenced by small amounts of impurities or substrate induced
effects. Also, the scattering geometry allows us tomeasure the signal
from a thin slab of D2O so that IR absorbance is not amajor issue.49

The relative water orientation can be obtained from spectral
analysis. A reversal of surface charge results in a change of the
water orientation.50 The net water orientation on an oil/water
interface in a pH neutral surfactant free emulsion will be inferred to
be similar to the water orientation on an oil droplet/water interface
that has been stabilized with negatively charged surfactant. How-
ever, pH dependent experiments show that the average interfacial
water surface structure remains the same for emulsions prepared at
neutral bulk pH up to a bulk pH of 12.5. The increased amount of
OH� is therefore not detectably changing the interface. UsingMD
simulations with a potential that allows for charge transfer between
water molecules, we show that the charge transfer process leads to
an effective negative charge at the interface between pure water
(without any ions) and oil. Analysis of classical MD simulations of
the oil/water interface with a standard force field shows that this
charge transfer is due to varying numbers of water molecules with
dangling oxygens and dangling hydrogens within the subsequent
water layers that form the oil/water interface.

’EXPERIMENTAL PROCEDURES

The SF scattering experiments were performed using IR pulses
centered around ∼2900 cm�1 (8�12 μJ, 150 fs, fwhm bandwidth
120 cm�1) spatially and temporally overlapped with 800 nm VIS pulses
(8�15 μJ, fwhm bandwidth 5�13 cm�1) in a cuvette containing the
emulsion. See ref 51 for more information on the laser systems and ref 52
for more information on the optical layout of the SF scattering setup.
The oil-in-water emulsions were made by mixing a 1 vol % of oil with
99 vol % pH neutral D2O (Figure 1), D2O with surfactant (Figure 2), or
D2O with dissolved NaOD with a certain pH in a two-step process at

Figure 1. (Left) Illustration of SF scattering: a visible and an infrared
pulse interact with the oil/water interface around a droplet. At the
surface SF photons are created in a broad angular pattern by a
simultaneous IR and Raman transition that occurs within the surface
molecules. A schematic representation of the surface potential and slip
plane is also displayed. (Right) Vibrational SF spectrum (gray line, right
axis, recorded in ppp-polarization combination) of the oil droplet/water
interface. The spectrum consists of the vibrational modes of the
hexadecane oil molecules with resonances at 2856 cm�1 (sym CH2

stretch mode), 2875 cm�1 (sym CH3 stretch mode), 2930 cm�1 (a FR
resonance), and 2960�2985 cm�1 (asymCH3 stretch mode), which are
indicated by the vertical lines. The blue and red traces represent the real
and imaginary part of the SF response. The droplets are in a 1 vol %
emulsion and have an average radius of 337 nm.
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293 K. In this process 4 mL of solution was first mixed in a 4 mL vial
using a hand-held homogenizer (TH, OMNI International) for 5 min,
after which they were placed for 15 min in an ultrasonic bath (35 kHz,
400 W, Bandelin). The emulsions with fixed droplet size and different
bulk pH of Figure 1 and Figure 3 were prepared by diluting a stock
emulsion of 2 vol % oil in D2O at pH 7 with D2O at a certain pH. The
resultant droplets had a mean radius of 337 nm, and a polydispersity
index (PDI) of <0.17. Droplet size and ζ-potential were determined
using a Malvern ZS nanosizer. n-Hexadecane (g99%, Merck), d34-
hexadecane (98% D, Cambridge Isotope), D2O (99% D, Aldrich), d25-
SDS (98% D, Cambridge Isotope), CTAB (g99%, Acros), d33-CTAB
(99% D, CDN Isotopes), and NaOD (99.5%, Aldrich) were used as
received. Sodium dodecylsulfate (SDS) (>99%, Alfa Aesar) was purified by
multiple recrystallization cycles in water and ethanol until the surface
tension on water at a total concentration of 4 mM SDS (measured with a
Wilhelmy plate method) was no longer changing.53 Glassware was cleaned
with a 3:7 H2O2/H2SO4 solution, after which it was thoroughly rinsed with
ultrapure water (0.053 μS/cm, TKA) to remove residual chemicals.
Simulation Methods. All molecular dynamics simulations were

performed using the GROMACS program package, version 4.0.5.54 Each
system contained 6000 water molecules placed in a prismatic cell of
dimensions 4.0 nm � 4.0 nm � 25.0 nm. After 10 ns equilibration time
the free spacewas filledwith 486 decanemolecules. Thewhole systemwas
heated up to 400 K, and after 10 ns of equilibration it was cooled back to
300K. After 20 ns of additional equilibration, 100 ns production runswere
carried out with 2 fs time steps. We separately equilibrated two distinct
types of the water/decane interface. The first one had decane molecules
oriented perpendicular to the interface, while the second one had decane
oriented parallel to the interface. We simulated both types, which did not
interconvert within the 100 ns production runs. The systems were kept at
300 K using the V-rescaling thermostat (the coupling constant was set to

1.0 ps)55 and at 1 atm employing the Berendsen semi-isotropic barostat.
The barostat coupling was set to 2 ps, and pressure was applied only in the
direction perpendicular to the interface. The van der Waals and Cou-
lombic interactions were cut off at 1.0 nm, and the long-range Coulombic
interactions were accounted for using the particle mesh Ewald (PME)
method.56 For decane we used the previously developed united atom
force field for hydrocarbons,57 which was developed together with the
SPC model of water.58 Test calculations show that very similar results
were obtained also with the SPCE water model.58 The water molecules
were kept internally rigid using the SETTLE algorithm.59

’RESULTS AND DISCUSSION

The Oil Droplet/Water Interface at Neutral pH. Vibrational
sum frequency scattering (SFS) is a combination of sum
frequency spectroscopy and light scattering. SFS, like second
harmonic scattering60�62 is inherently surface sensitive, which
makes it a valuable tool to obtain chemical information on
interfaces in suspension.52,63�66 Figure 1 (left) shows an illustra-
tion of a vibrational SFS experiment: a visible and infrared beam
are spatially and temporally overlapped in an emulsion, where a
simultaneous Raman and infrared process takes place. Since
simultaneous Raman and infrared activity is only possible in the
absence of local inversion symmetry, SFG takes place exclusively
at the droplet surface, where this symmetry is broken. Due to the
small size of the droplet, the SF light is emitted in a broad angular
scattering pattern with a maximum intensity around θ = 55�. We
detect at this scattering angle.
Figure 1 (right panel) shows a vibrational SF spectrum of the

interface of neat n-hexadecane oil droplets dispersed in D2O. The
ζ-potential of the droplets in this stable emulsion of pure oil in
pure water is�55 mV. This value is in excellent correspondence
with earlier experiments17,32 and is commonly employed as a sign
of hydroxide surface adsorption. The SFS spectrum detected at
angle θ can be described by the following equation:

ISFSðω, θÞ � k40
r2
IIRIVISjΓð2Þðθ,R,ωÞj2 ð1Þ

Γð2Þðθ,ωÞ ¼ Re½Γð2Þ� þ iIm½Γð2Þ� � NsG½F1ðθ, RÞ; F2ðθ, RÞ; χð2ÞðωÞ�
ð2Þ

Figure 2. Vibrational SF spectra and the decomposed real and imagin-
ary part ofΓ(2) (recorded in ppp-polarization combination) from 1 vol %
n-hexadecane in D2O emulsion. The droplets have a radius of 100 nm
and are prepared with either positively or negatively charged surfactant
at critical micelle concentrations. The SF spectrum (gray) and the
imaginary (red) and real (blue) part of the SF response for a positively
charged interface (top: prepared with d-CTAB, and C16H34 oil) and a
negatively charged interface (bottom: prepared with d-SDS, and C16H34

oil). Here the surfactant alkyl chains are deuterated so that the signal
reflects the vibrational signature of the C16H34 oil and the water. The
changing charge results in a change of the phase difference between the
real and imaginary part of the signal.

Figure 3. The pH dependence of SF scattering signal. (Left) Vibra-
tional SF spectra of the hexadecane oil droplet/water interface at various
pH values in ppp polarization. The droplets are in a 1 vol% emulsion and
have an average radius of 337 nm. The spectra are not normalized.
(Right) The imaginary (top) and real (bottom) part of Γ(2) as
determined using the maximum entropy method.
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The scattered intensity depends on the distance between the
particle and the detector (r), the scattered wave vector (k0), the
intensity of the IR (IIR) and VIS (IVIS) beams, and on the
effective droplet susceptibility Γ(2). The magnitude of Γ(2) is
determined by the radius of the droplets (R), the scattering angle
(θ), and the surface density of vibrational groups (Ns). G signifies
a functional dependence that relates Γ(2) to the scattering form
factor functions F1 and F2, and the surface susceptibility χ(2).
Ref 67 gives the exact formulas. χ(2)(ω) is the orientational
averaged product of the IR and Raman tensor components of
each vibrational transition that lies within the bandwidth of the
IR laser pulse. Γ(2), just like χ(2), can be expressed as a complex
numberRe[Γ(2)]þ iIm[Γ(2)], whereby the relative sign of the real
and imaginary part gives information about the relative
orientation of the molecular groups present at the droplet
interface.50,68,69

Since the Fourier transform of our spectrum decays in
time, it is possible to use the maximum entropy method
(MEM)70�73 to decompose the spectrum into the imaginary
and real parts. MEM analysis is commonly applied in astron-
omy, economy, and other branches of spectroscopy74�76 and
is used to find a solution for the real and imaginary compo-
nents of a complex power spectrum.77 ApplyingMEM analysis
to our spectral data, we retrieve the imaginary and real part of
Γ(2). The result is plotted in Figure 1. This reconstruction
contains information about the orientation of the water
molecules at the interface (in complete analogy with hetero-
dyne detection50,68). Since �Re[Γ(2)] � iIm[Γ(2)] is also a
solution to our mathematical algorithm, we need to make a
comparison to oil droplets with a known charge. The average
orientation of water on the neat oil/water interface can then
be found by comparing the above result to an oil/water
interface that is deliberately charged with surfactant. In the
next section we will describe the surface structure of positively
and negatively charged oil droplets in water, where we will
present both the surfactant, the oil and the water signature by
means of selective deuteration. If the water on the neat
interface in Figure 1 has a certain preferred orientation it will
match with either the positively charged surface or the
negatively charged surface.
Deliberately Charged Oil Droplet/Water Interfaces. Fig-

ure 2 shows the complex vibrational SF spectra for a number of
oil-in-water emulsions prepared with positively and negatively
charged surfactants. The top spectra represent emulsions pre-
pared with positively charged surfactant (CTAB, hexadecyltri-
methylammonium bromide), and the bottom spectra represent
emulsions prepared with negatively charged surfactant (SDS,
sodium dodecylsulfate). The ζ-potentials are ζ = þ84 mV, and
ζ = �120 mV, respectively. The spectra report the vibrational
signature of oil and D2O (using deuterated surfactant, so that the
surfactant resonances are moved out of the spectral window by
selective deuteration).
The change in water orientation that accompanies a reversal of

charge appears in these spectra as a change in sign of the real part of
Γ(2) (as in ref 50). If we compare the positively charged (top)
with the negatively charged (bottom) interfaces, we see that,
indeed, the real part has changed sign. The imaginary part reflects
the vibrational resonances of the oil alkyl chains at the interface.
In the following, we deduce the orientation of the water from
the interference of high-frequency water bands with the C�H
oil modes. Therefore, the relative sign of both Re[Γ(2)] and
Im[Γ(2)] is needed. The imaginary part alone does not suffice,

unless the complete resonance is measured and the line shape is
purely Lorenztian.73

Comparing now the oil/water spectrum of Figure 1 with the
charged oil/water spectra of Figure 2 we see that the real part of
the spectrum of Figure 1 clearly resembles the spectrum of a
negatively charged oil/water surface. Water at the oil droplet/
water interface of an emulsion prepared with pure oil and pH
neutral D2O therefore has an average orientation that is similar to
a negatively charged interface. Whether it requires the surface
presence of OH� ions can be checked by pH-dependent SF
scattering experiments.
Test of Potential Surface Affinity of OH� Ions. SFG experi-

ments in reflection mode on interfaces of water with a hydro-
phobic octadecyltrichlorosilane [OTS, CH3(CH2)17SiCl3]-
covered quartz substrate showed that changing the pH of the
bulk water solution changed the spectral appearance of the entire
spectral region of water (i.e., 3000�3800 cm�1).38 The inter-
ference pattern of surface C�H and O�H stretch modes also
changes significantly when the bulk pH is varied from 7 to 11.36

The relative phase of Re[χ(2)] and Im[χ(2)] changes signifi-
cantly when the bulk pH is increased from 7 to 11.36 The SFG
spectra published in ref 38 reveal that the amplitude of the water
bands that are close in frequency to the CH bands strongly
change as a function of pH. For the D2O/hexadecane water
interface, we can expect a similar effect, in the spectral region of
2200�3000 cm�1.
If OH� has a high affinity for the oil droplet/water interface,

we may expect a change in the interference between the C�H
and water modes, a change in the relative phase between
Re[Γ(2)] and Im[Γ(2)], or a change in amplitude. We have
prepared several surfactant-free emulsions with constant droplet
size (see ref 52 for more information on the procedure) and
varying pH, by adjusting the concentration of NaOD from pH
neutral to 12.5, corresponding to bulk OH� concentrations in
the range of 1 � 10�4 mM up to 28 mM. The measured
ζ potentials are �81, �91, and �98 mV, respectively, and can
be converted into projected surface charge densities of �0.008
(�0.13), �0.043 (�0.69), �0.42 (�6.75) e/nm2 (μC/cm2)
using a numerical solution to the nonlinear Poisson�Boltzmann
equation (see e.g. p 19 in ref 78). These values are in good
agreement with work reported on similar emulsions, where
charge densities are typically reported in the range �0.014
to �0.3 e/nm2.17,19,22,32 As was reported in these studies, we
have also observed that the bulk pH decreases after emulsion
preparation at a pH above pH neutral. This was interpreted as
surface adsorption of OH�.
Figure 3 shows SFS spectra and the decomposed imaginary

and real part of the spectral response in the alkane C�H stretch
region and the high frequency part of the O�D stretch spectral
region. It is clear that for all four pH values, the spectra and the
real and imaginary part are nearly identical. This shows that the
average water orientation in a∼1 nm thick slab of water up to the
GDS is unchanged if we increase the pH. Although OH� can
have an effect on the surface chemistry of oil droplets in water,
there does not seem to be any evidence of strong specific
adsorption of OH� ions. SF spectra are sensitive to the average
(asymmetric) structure of water near the interface. A change in
the local surface distribution of water molecules or the polariza-
tion fluctuations induced by an enhanced number of OH� ions at
the surface31,79 would have been observed as either an ampli-
tude change or a relative phase change between Re[Γ(2)] and
Im[Γ(2)].
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Alternative Explanation of the Negative Surface Charge.
Analysis of Hydrogen Bonding Using Classical MD. To explain the
negative surface charge in the vicinity of the oil/water interface
without the need for surface-adsorbed hydroxide ions, we con-
sider the consequence of the shift of electron density between
different water molecules. Indeed, in the simplest water complex,
i.e., the water dimer, there is charge transfer from the hydrogen
bond acceptor molecule to the hydrogen bond donor. This is due
to a shift of electron density from the lone pair on the accepting
oxygen to the donating water molecule.80

The magnitude of this charge transfer is not very well
established, partly since it is to some extent definition dependent.
Values of �0.002 to �0.02 e follow from different population
analysis of the water dimer.81 In larger clusters the degree of
charge transfer increases (e.g., �0.038 e in the tetramer82). In
contrast, in the perfectly tetrahedral arrangement of bulk ice the
charge transfer must be zero due to the symmetry between the
hydrogen bond donating and accepting character of each water
molecule. In bulk liquid water, this symmetry is on average
pertained, but it can be broken at the anisotropic environment of
aqueous interfaces.
To check this possibility, we have first analyzed classical MD

simulations of the oil/water interface in terms of the balance
between donating and accepting hydrogen bonds in 0.05 nm
thick slabs parallel to the interface. Employing a standard

hydrogen bond definition (i.e., O�O distance smaller than
0.35 nm and H�O�O angle smaller than 30�83) and assigning
a value of þ1 for each accepting hydrogen bond and a value
of �1 for each donating hydrogen bond, we calculated the
distribution of hydrogen bonds. The excess of accepting over
donating hydrogen bonds along the surface normal are plotted in
Figure 4 (top).
The corresponding cumulative sum represents a measure of

the total hydrogen bond asymmetry one encounters if one moves
along the surface normal from the oil to the water phase.
Approaching the interface from the oil side, the excess is positive
up to a depth of 0.25 nm below the GDS and then becomes
negative, peaking 0.5 nm below the GDS at �0.07 hydrogen
bond per nm2. Note that this depth of 0.5 nm is close to the
estimated position of the slip plane for electrophoretic mobility
measurements in water.84,85 If we use charge transfer values
ranging from 0.002 to 0.04 e� per hydrogen bond, estimated
from water cluster studies,80�82 the hydrogen bond excess
of �0.07 nm�2 translates to a net negative “surface” charge
of �0.00014 to �0.0028 e/nm2. These densities approach the
surface charge densities of�0.008 to�0.42 e/nm2 that we con-
verted from the ζ-potential values from below.
MD Simulations with Charge Transfer. To make a more

accurate estimate of the above charge transfer hypothesis a water
model which includes charge transfer was used to directly
examine the effects of charge transfer on the interfacial properties
of water. The details of the charge transfer model are presented
elsewhere.86 Briefly, in this model, charge transfer is added to the
polarizable TIP4P-FQ mode87 by transferring a discrete amount
of charge, (δq =�0.02 e), for each hydrogen bond formed, from
the hydrogen bond acceptor to the hydrogen bond donor. Here,
a hydrogen bond is defined as being made if a distance between a
hydrogen and an oxygen is less that 2.3 Å. In order to make the
potential continuous, a switching function is added which turns
off the amount of charge transferred over a hydrogen�oxygen
distance of 2.3 to 2.8 Å. For each amount of charge that is
transferred, there is a charge transfer energy, ECT = μCT δq þ
(1/2)ηCTδq

2,88 where μCT is the difference in electronic chemi-
cal potential and ηCT is the difference in hardness between the
two molecules. Using the values from ref 88 (μCT = 0.017 au/e and
ηCT = 0.491 au/e2) gives a value for ECT equal to �0.15 kcal/mol
for δq = �0.02 e. The total charge of a molecule is determined by
the difference between that number of hydrogen bonds it forms as a
donor (for which it gains�0.02 e of charge per hydrogen bond) and
the number it forms as an acceptor (for which it loses �0.02 e of
charge). The charge on each atom is then determined byminimizing
the energy subject to this charge constraint in a similar manner to
the original fluctuating charge model.87

The charge transfer model was used to analyze 10,000 con-
figurations from the classical oil/water simulation without charge
transfer. The resulting interfacial charge and hydrogen bond
asymmetry is presented in Figure 4 (bottom). The hydrogen
bonding profile and the cumulative sum of the acceptor�donor
asymmetry are qualitatively the same as for the above classical
MD simulations without charge transfer. Also the charge profile
follows the same pattern with a positive region right at the
interface, which changes to a negative region upon moving into
the aqueous phase with maximum negative charge 0.5 nm
below the GDS. In absolute terms the amount of charge
transfer, �0.002 e nm�2, is again in agreement with the above
estimates based on hydrogen bonding asymmetry, and it reason-
ably agrees with the experimental findings.

Figure 4. Result of the classical molecular dynamics simulation (top)
and the simulation with charge transfer (bottom). Plotted is the balance
between accepting and donating hydrogen bonds along the surface
normal. The left axis shows the difference in the number of hydrogen
bond acceptors and donors. The top plot shows values for a decane
surface composed of decane molecules oriented perpendicular (red
curves) or parallel (blue curves) with respect to the surface plane. This
excess number was obtained for each of the 0.05 nm thick layers by
averaging over the whole production run and normalizing per frame and
per unit surface area of 1 nm2. The cumulative profile shows the excess of
hydrogen bonds present in the slab located above the point of observa-
tion (from oil phase to a given depth). The bottom plot shows the same
result using a simulation that allows for charge transfer. The charge is
plotted on the right axis. Note that both methods predict a negative
charge in the region ∼0.3�0.9 nm below the GDS.
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It should be noted that the results from the MD simulations
were obtained for flat interfaces. However, they should be
pertinent also for curved interfaces, provided that the curvature
is negligible at themolecular scale. In practice, this means that the
present MD results are applicable also to curved interfaces with
diameter larger than 10�100 nm,89 such as those investigated
experimentally.

’CONCLUSIONS

In this study we investigated the molecular origin of the
exceptional stability of oil emulsions in water and challenged
the earlier explanation in terms of strong interfacial adsorption of
hydroxide ions. Vibrational sum frequency scattering experi-
ments show that the orientation of water molecules can be
followed on the oil droplet/water interface. The water orienta-
tion on a neat oil droplet/water interface is similar to the water
orientation on a negatively charged interface. pH dependent
experiments show, however, that there is no sign of selective
adsorption of hydroxide ions. Molecular dynamics simulations
without and with a term accounting for charge transfer point to a
different explanation of the negative interfacial charge, namely,
charge transfer between water molecules. Due to a lack of balance
between the number of donating and accepting hydrogen bonds
of water molecules in the interfacial layer, these water molecules
become partially charged. This effect peaks about 0.5 nm below
the Gibbs dividing surface and the net negative charge there is
estimated to be between �0.00014 to �0.0028 e� nm�2. This
number has the same sign and is in rough agreement with the
ζ-potential measurements of the emulsion droplets in this study,
being slightly smaller than values estimated from electrophoretic
measurements90 The position of the peak of the negative charge
roughly coincides with estimates for the slip plane in electrophore-
sis of similar systems in aqueous solutions.
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Notes
aIt should be mentioned in this context, that simulations of water next to
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OH� than for the water/vapor interface.3,4 Later simulations, however,
demonstrated that this is primarily due to the rigidity of the hydrophobic
wall, since the strong interfacial adsorption of hydroxide disappears for
soft oil/water interfaces.5
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